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INTRODUCTION 
 
Deep learning techniques are now being used more often in the 
analysis of large data in healthcare, including electronic health 
records, medical imaging, and sensor data from
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created, to minimise latency and bandwidth needs and increase 
privacy and security. Deep learning's use in managing
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computing approach to manage large amounts of healthcare data. In 
order to analyse data at the network's edge in a 
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distributed computing model that mixes cloud computing with edge
computing. Mist Computing has quietly risen to prominence, as is 
typical for Internet technology trends, but it still requires
and time to develop into a mature and understandable technology that 
transforms the industrial environment. Despite this, there
recent research lines that make use of this paradigm, either 
concentrating on a specific issue or offering a comprehensive solution, 
as well as some Fog/Edge-oriented initiatives that
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ABSTRACT  

Following the widespread adoption of cloud computing, researchers and businesses have
developing additional approaches that bring computing closer to the end users in
ground-breaking applications, provide better QoS, exert more control
maximise resource reuse. So, a general definition of mist computing is the downward push of cloudy 
computing characteristics to sensor networking at the very edge of the network. As is customary for 
Internet technology trends, Mist Computing has quietly become well

and time to evolve into a clear and understood technology that changes the industrial
The conventional methods have drawbacks, such as a lack of generality and a
of convergence. In order to address the challenge of sending enormous amounts of data to far
cloud data centres, new computing paradigms like mist and fog computing have emerged as a result 
of the Internet of Things' (IoT) fast proliferation. The data is transmitted to the cloud server in the 
traditional setup of a GIS framework based on cloud computing, where it is processed and examined. 
On the Internet, this method used a lot of computing power and traffic. The Internet of Things
which consists of a network of connected sensors and devices, is continually
massive volumes of data of all kinds being created at speeds that
computing emerged as a solution to the problem of moving huge amounts of IoT data to distant cloud 
resources for processing by adding a layer between the IoT and
addresses three of applications of mist computing, specifically Internet of Things, SmartHealth and 
Geospatial Data Analysis. 
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Smart Health: Heart disease continues to be a leading cause of death 
worldwide, and it can be difficult for
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appropriate judgements. The cornerstone of a sophisticated economy 
that depends on the Internet to offer client services is fog computing, 
which incorporates cloud computing standards. The huge slowdown 
in response time caused by cloud computing, however, makes it 
unsuitable for applications that need frequent input. Fog, cloud, and big 
data management in the context of IoT have all been popular owing to 
their usability and capacity to offer reaction features dependant on the 
tracked target applications. These new technologies enable storage, 
computation, and communication amongst edge devices. 
 
This enhances latency and network bandwidth optimisation, mobility 
concerns, security, and privacy, and makes fog computing suitable for 
real-time or latency-sensitive applications. It's crucial to create a 
complete community where sensors in a body-area network may use 
this IoT network to connect data to cloud storage rather than just 
creating wearable gadgets. The body area sensor networks, Internet-
connected access points, and edge as well as cloud computing 
components are the three main components of the design. Numerous 
apps provide services to various system stakeholders using this 
system. The data produced by sensors connected to users is accessible 
to carers, family members, and other authorised parties, enabling them 
to keep track of the subject's vital signs whenever and wherever they 
like. To encourage mistfog processing of obtained data, provide a deep 
learning ensemble approach that integrates with a large framework 
architecture. Over the mist computing layer, a framework for 
lightweight computing of cardiac patient diagnostics was constructed 
using the deep learning ensemble approach DeepMist. A system that 
blends the IoT, mist computing, fog computing environment, and the 
cloud is used to simulate relevant data processing. Several 
performance metrics, including precision, recall, f-measure, accuracy, 
energy efficiency, and transmission latency, are used to quantify the 
effectiveness of the DeepMist deployment. The main goal is to 
distribute vital healthcare information quickly by reducing the 
computational burden on IoT devices with limited resources and 
offloading computationally expensive jobs to cloud computing devices. 
By utilising the DQN algorithm to provide distributed cardiac disease 
prediction via the mist computing devices, the DeepMist framework 
adds intelligence. The suggested paradigm consists of four layers: a 
physical layer for the Internet of Things, a communication layer, a 
layer for fog computing, and a layer for cloud computing. 
 
The real-time sensor data or non-real-time data provided by the end 
users via end devices like smartphones, laptops, or PCs is computed 
locally by the mist computing devices. In order to collect large 
amounts of sensory data from a dispersed network of IoT devices or 
end devices, the DeepMist framework is integrated at the mist 
computing layer. The mist computing layer makes it easier to handle 
data that has been offloaded from IoT devices that are resource- and 
power-constrained while also minimising the quantity of data sent 
across the communication network to higher levels like fog and cloud 
computing layers. The aforementioned IoT application layer devices 
may both pre-process and execute the IoT produced tasks locally with 
reduced latency and energy consumption by utilising the mist 
computing paradigm. The pre-processing and intelligent prediction 
modules are integrated into the IoT physical layer, which makes it 
easier to process sensor data. The IoT and mist computing devices are 
connected to the upper levels, such as the fog and cloud computing 
layers, by means of the communication layer, which is the second 
layer of the DeepMist architecture. The IoT devices need to be 
connected to its higher levels since they have limited computational 
power, bandwidth, and storage. The network and computing resources 
are optimised because IoT devices may effectively use the 
communication layer to transfer their computational tasks to 
neighbouring devices or fog nodes when the computational load on 
those devices increases. The fog computing layer, which is the third 
layer in the DeepMist architecture, is made up of fog nodes, gateways, 
and access networks. The operating system and processing unit of this 
layer, which may include hardware, microcontrollers, and signal 
processing unit, are included in the gateways. It offers the 
infrastructure and resources required by the fog nodes to carry out 
activities produced by the IoT physical layer. The access network is 
also in charge of defining the kind of communication that mist devices 

use to deliver information to the fog layer. Wide Area Network 
(WAN), Ethernet, WiFi, and Metropolitan Area Network are a few 
examples of access network concepts. The reinforcement learning 
paradigm, which may be thought of as an interactive framework that 
enables a learning agent to take some random action and modify its 
state according on the reward for the action in a majority of predictable 
environment, is where the DQN algorithm gets its start. Consequently, 
the Markov Decision Process (MDP) may be used to represent 
reinforcement learning. To determine the goodness of a certain action 
to be in a given state, we need to estimate the value function. Based on 
the quantity of anticipated future benefits and the accuracy of 
anticipated number of returns, the learning agent determines the 
goodness of a given action. A specific manner of acting as a result of 
the learning process based on the policies may be defined as the value 
function for actions. In layer 1, there are sensor nodes. The mist 
computing nodes at layer 2 receive the data from the sensor nodes, 
which collect information about each object's state in the surrounding 
area. Sensors can be homogeneous, heterogeneous, single-
dimensional, or multi-dimensional. The mist layer continually gathers 
data from the sensors and analyses it in an energy-efficient way with 
little expense. The information obtained from the mist layer is sent to 
the layer 3 fog nodes. The fog organiser is in charge of resource 
virtualization and grouping various mist nodes. It acts as a dispersed 
connection between the mist layer and the cloud layer. After receiving 
a request from an application manager or user, it allocates the 
resources and is also in responsible of monitoring and allocating the 
available resources. Data from sensors and the healthcare industry are 
processed by the fog layer. Four fog nodes coupled to the gateway 
node at layer 4 make up our experimental configuration. The 
simulation environment includes a variety of sensor nodes that are 
heterogeneously networked with the mist nodes to gather medical data. 
Furthermore, the heterogeneous setup is portrayed by the mist and fog 
computer nodes. It is situated in layer 5. In a many-to-one mapping, 
several layer 1 sensor nodes are combined into a single layer 2 mist 
node. 
 
Geospatial Data Analysis: Geospatial data belonging to different 
stakeholders may now be shared and exchanged thanks to a GIS 
framework built on cloud computing. It has developed a setting that 
enables a wide range of users to securely access, retrieve, and 
distribute geographic data as well as related information. Land use 
and urban planning, environmental monitoring, natural resource 
management, marine, coastal, healthcare, and watershed management 
have all benefited from this cloud computing-based GIS framework. 
The GIS framework built on cloud computing has a wide range of 
new uses. To generate and visualise different planning scenarios, it 
has the capacity to combine and analyse various theme layers together 
with the data pertaining to their attributes. It combines distinctive 
visualisation features with typical geographic database activities 
including query creation, statistical calculations, and overlay analysis. 
These characteristics set the Cloud computing-based framework apart 
from existing systems for supporting spatial decisions. It is a technique 
that is frequently used in both the public and corporate sectors to 
describe events, forecast results, and develop plans. 
 
Geospatial data includes useful time data as well as geographical 
distributions. In the conventional configuration of a GIS framework 
based on cloud computing, we transmit the data to the cloud server 
where they are processed and analysed. This technique consumed a lot 
of processing time and bandwidth on the Internet. This issue is solved 
by fog computing, which places local processing close to the edge of 
the clients. By lowering latency while increasing throughput, mist 
computing improves cloud and fog computing for processing 
geographical data. Additionally, it decreases geographic big data's 
cloud storage. Additionally, since we now transmit the analysis 
findings to the cloud rather than the data itself, the amount of 
transmission power needed to deliver the data to the cloud is 
decreased. The result is an increase in overall effectiveness. Clients 
like mobile phones and wearable sensing devices can communicate 
with one another using fog devices. An enormous amount of 
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geographic big data was produced as a result of the growing usage of 
smart devices. These data are used by cloud, fog, and mist services to 
aid in various analyses. It implies that low-resource machine learning 
is used on fog devices that are near smart devices. At the network's 
edge, data are created and processed gradually. Similar work has been 
done in micro data centres and cloudlets in the past since cloud 
computing isn't always powerful enough to handle data when the data 
are created in large quantities at the network's edge. More edge 
devices or sensors may interact with the cloud on a greater scale 
thanks to edge computing. Because the infrastructures for cloud 
computing are not designed for the volume, velocity, and diversity of 
data. To better make usage of cloud services accessible, it is necessary 
to react to changes in the systems that exist before the cloud. 
 
Edge computing may transfer request and delivery service from the 
cloud computing layer to client tier layer, conduct data storage, 
computing, offloading, caching, and processing. The variety of tasks 
in the edge network necessitates a well-designed edge node to 
effectively satisfy the demands for security, dependability, and privacy 
protection. Edge computing calls for placing the computer close to the 
data sources. These advantages above the conventional cloud 
computing paradigm have proved substantial. A paradigm of 
computation known as "cloud computing" makes use of the internet to 
deliver shared resources and on-demand services. It has the necessary 
computing tools and storage space for data visualisation and analysis. 
Moving from desktop to cloud servers was made possible by cloud 
computing. Different web processing architectures have been 
developed in a shared, open environment. Software as a Service 
(SaaS), Platform as a Service (PaaS), Infrastructure as a Service 
(IaaS), and Database as a Service (DaaS) are four different types of 
service models that helped make it possible. It implements a one-of-a-
kind multi-tenant design that enables several clients to contribute 
assets without interfering with one another. A paradigm of 
computation known as "cloud computing" makes use of the internet to 
deliver shared resources and on-demand services. It has the necessary 
computing tools and storage space for data visualisation and analysis. 
Moving from desktop to cloud servers was made possible by cloud 
computing. Different web processing architectures have been 
developed in a shared, open environment. Software as a Service 
(SaaS), Platform as a Service (PaaS), Infrastructure as a Service 
(IaaS), and Database as a Service (DaaS) are four different types of 
service models that helped make it possible. It implements a one-of-a-
kind multi-tenant design that enables several clients to contribute 
assets without interfering with one another. 
 
By moving some of the processing to the network's edge, actuators, 
and sensors that make up the complete network for cloud data centres, 
fog computing has developed the notions of edge and fog computing 
further. The calculation has been carried out at the network's edge in 
the embedded nodes' microcontrollers with the aid of mist computing. 
The Mist computing paradigm boosts a solution's autonomy while 
reducing latency. When it comes to application activities, cloud, fog, 
and mist computing are complimentary to one another. The more 
computationally demanding work can be carried out in the fog layer's 
gateway while the less computationally heavy jobs may be carried out 
in edge devices. For the user's accessibility, the processing and data 
collection are still kept in the cloud data centre. Mist computing's 
most significant use is a group of various services that have been 
dispersed across the computer nodes. The terms "fog computing" and 
"mist computing," which fall in between the terms "fog computing" 
and "edge computing," were both developed by Cisco. They both 
expand the traditional client-server architecture to a more peer-to-peer 
oriented approach, comparable to or equivalent to edge. A framework 
called MistGIS has been suggested for processing geospatial data 
analysis by taking into account mist computing. An example of an 
unsupervised machine learning method is K-means clustering. Here, 
we must collect objects of a similar nature. The K-means method is 
now a part of the open source R tools. Quantum GIS programme 
translated the shape file database into a.csv file format. K-means 
clustering algorithms are used on the resulting.csv files. 
 

Internet of Things: Through thorough simulation studies with 
various security level probability for the first IoT input data of the 
entry tasks of the workflow jobs, the performance of both heuristics is 
assessed. According to the simulation findings, the suggested 
technique not only offers a higher Quality of Service (QoS) than the 
baseline plan, but also saves money and energy. The Internet of 
Things (IoT), which includes an exponentially increasing number of 
networked sensors and gadgets, is still gaining pace. As a result, 
enormous amounts of data of various sorts are produced at previously 
unheard-of rates. By creating a layer between the IoT and cloud 
layers, fog computing arose as a solution to the issue of transporting 
massive volumes of IoT data to distant cloud resources for processing. 
By moving it closer to the IoT sensors and devices where the data are 
produced, it extends the cloud to the network edge. IoT data often has 
to be processed in real-time. As a result, the accuracy of the 
computations depends not only on their logical conclusions, but also 
on the speed at which they are reached. Examples of such applications 
include traffic management, weather forecasting, monitoring vital 
infrastructure, and healthcare monitoring. A simplified version of fog 
computing is mist computing. In an effort to reduce data transmission 
latency even further, it creates a layer between the fog and IoT layers, 
putting fog computing even closer to the IoT sensors and devices. As 
a paradigm, fog computing—and subsequently mist computing—
shares many traits with cloud computing, albeit on a smaller scale, 
such as virtualization and resource sharing. In light of this, fog and 
mist resources, also known as fog nodes and mist nodes, respectively, 
can be virtual machines. When compared to fog resources, which are 
in turn scarce when compared to cloud resources, mist resources have 
a smaller capacity. 

 
Sometimes, edge computing—another significant computing 
paradigm—is confused with fog and mist computing. But there are 
significant distinctions between them. Edge computing is specifically 
made available at the IoT layer by embedded local computing 
resources in IoT sensors and devices (i.e., edge computing is end-
device dependant). As a result, edge computing devices are a frequent 
name for the sensors and devices at the IoT layer. Fog/mist computing, 
on the other hand, is end-device agnostic and offers a scalable, 
hierarchical architecture that is positioned between the IoT and cloud 
layers. In contrast to fog/mist computing, edge computing often does 
not allow resource pooling and virtualization technologies. 
Consequently, the IoT/edge layer, mist layer, fog layer, and cloud 
layer make form the bottom-up hierarchy of a multi-tier system that 
encompasses all of these paradigms. In this study, we simply refer to 
the IoT/edge layer as IoT layer and to the IoT sensors and devices as 
IoT sensors and devices for the purpose of simplicity. Workflow tasks 
are often used to process IoT data. A workflow job is made up of a 
number of component tasks that are linked together by data 
dependencies and precedence restrictions, with one task's output data 
feeding into another task's input. Usually, a workflow job's tasks all 
have deadlines that they must meet. An exit task is a task without any 
children, whereas an entry task is a task without any parents. An 
entrance job requires initial IoT input data that must be sent from the 
IoT layer in order to begin execution. Without finishing all of their 
parent tasks, non-entry tasks cannot begin execution. Additionally, in 
order to begin processing, all of their necessary input data must be sent 
(if it is not already accessible) to the resource that has been given to 
them. It may be essential to use more public cloud resources when 
demand is at its highest since mist nodes work together with fog nodes 
to handle IoT data. However, there are financial costs associated with 
using public cloud services, which should be considered while 
allocating resources. Additionally, the energy usage of the resources in 
the mist, fog, and cloud levels needs to be taken into account. 
Additionally, the IoT data that has to be handled may be sensitive, 
requiring that certain security standards be followed. This is crucial, 
especially in light of current rules like the General Data Protection 
Regulation (GDPR), which is among the strictest privacy and security 
regulations in the world. Generally speaking, it is more secure to 
handle highly secure data near to its source. As data are relocated from 
the controlled environment where they were created to a remote data 
centre of a public cloud provider, security threats, such as 
unauthorised access and data interception, tend to rise.  
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The resources in the mist layer are the next physically nearest (and 
hence safest) resources to process the data since the sensors and 
devices in the IoT layer that generated the data often have relatively 
low processing capabilities. The mist or fog tiers can be used to 
process data with less stringent security standards. On the other hand, 
non-sensitive data can be handled on any tier, mist, fog, or cloud, 
depending on the security needs. As a result, it is essential to use a 
security-aware heuristic when scheduling workflow jobs that handle 
IoT data in a multi-tier context. The scheduling algorithm specifies the 
sequence in which the tasks will be handled on their allocated 
resources and is in charge of assigning the workflow jobs' tasks to the 
(security-wise) appropriate resources. Additionally, the scheduling 
strategy must adhere to the deadlines for the workload, minimise the 
financial expense of using additional public cloud resources, and 
maximise energy savings by effectively utilising the computing 
resources in the mist, fog, and cloud levels. IoT task scheduling in 
multi-tier contexts has been the subject of a significant amount of 
study. For the scheduling of stochastic operations in a fog-cloud 
environment, a trust model was put forth. Direct trust and reputation-
based trust levels were the foundations of the suggested trust 
paradigm. It ensured that user processes would be executed in 
accordance with the degree of security specified in the Service degree 
Agreement (SLA) agreed with the cloud provider. The simulation 
trials proved that the suggested strategy works. But no mist tier and no 
workload deadlines were taken into account. Additionally, the 
suggested scheduling method did not include costs or energy. On the 
other hand, a scheduling technique that was cost- and security-
conscious and took into consideration the workload's real-time limits in 
a fog-cloud context was provided. Jobs submitted by users were 
classified as private, semi-private, or public in the framework under 
examination. Additionally, fog and cloud resources were divided into 
categories of semi-trusted and untrustworthy. The network latency and 
the security tags of the jobs were taken into consideration while 
choosing the best fog and cloud resources for the job scheduling. 
Private jobs were assigned by the suggested technique to nearby fog 
resources or previously trusted cloud resources. On the other hand, it 
gave distant semi-trusted and untrusted fog and cloud resources semi-
private and public tasks, respectively. 
 
A heuristic that considers energy use, cost, and security when 
scheduling processes in a fog-cloud context. Authentication, integrity, 
and secrecy are the three factors that were taken into account in order 
to satisfy the security criteria. These characteristics' additional costs 
were taken into consideration. With the aim of reducing resource 
usage (and therefore energy consumption), network usage, and 
security overhead, a data mining approach was used. The outcomes 
demonstrated that the suggested method performed better than the 
other algorithms compared. Due to the disregard for deadlines, the 
suggested technique proved unsuitable for real-time workloads. Also, 
no mist layer was taken into account. Alternatively, a scheduling 
method that optimises energy and time for real-time processes in a fog-
cloud environment. The tradeoff between competing objectives while 
distributing fog and cloud resources served as the foundation for the 
scheduling heuristic. While computationally intensive jobs were 
planned on cloud resources, latency-sensitive tasks were scheduled on 
fog resources. Additionally, the scheduling strategy made use of the 
dynamic voltage and frequency scaling (DVFS) method to save 
energy. However, the financial cost of the cloud resources was not 
included in the suggested strategy. Additionally, neither security 
specifications nor a mist layer were taken into account. 

 

CONCLUSION 
 
With varying numbers of mist nodes, the heart disease dataset was used 
to compare training accuracy for the QRL, DRL, and DQN approaches. 
It was found that the training accuracy consistently increases with the 
addition of each subsequent node as the number of mist computing 
nodes rises. This rise occurs because, as the number of mist nodes in 
the network increases, each node learns based on the experiences of its 
predecessors as well as the conceptual models that correlate to the heart 
disease data it gets for training.  

Because the models have a tendency to over-fit the sample training 
set, this causes the training accuracy of the models to increase for 
different iterations of the training set. It is also significant to note that, 
for all computing instances of the mist layer, the suggested DQN 
strategy beats the QRL and DRL approaches. It is important to 
highlight at this point that as the number of nodes rose, the accuracy of 
the test decreased since each node receives a smaller portion of the 
training dataset and cannot approximate to the DQN model. 
Additionally, when compared to QRL and DRL, the suggested DQN 
approach's adaptation consistently yields better performance. The 
learning algorithm used affects performance as well. However, when it 
comes to reducing the amount of energy used to create the model 
across a mist computing environment, the suggested DQN algorithm 
performs better than all the other methods. By surpassing the QRL and 
DRL techniques, which resulted in delays of 4.1211 ms and 3.8721 
ms, respectively, the suggested DQN algorithm accounts for the lowest 
delay of 2.8002 ms in creating the model. 
 
The suggested framework was developed on top of the low latency, 
energy-efficient Mist computing platform, and it made use of the DQN 
algorithm to aid prediction. In order to establish how frequently the 
Mist computing layer offloads tasks to the Fog layer, we would place 
greater attention on calculating the best CPU utilisation of the Mist 
computing layer. Additionally, we would concentrate on creating task 
offloading techniques for safe offloading of medical data in the 
MistFog computing infrastructure. For IOT, The baseline policy, 
SAH, which was cost and energy conscious but not cost and security 
conscious, was contrasted with the suggested scheduling approach, 
SCEAH. Through simulation, the effectiveness of both policies was 
assessed under various security level probability values for the first 
IoT input data of the entry tasks of the workflow jobs. According to 
the simulation results, SCEAH was more successful than SAH overall, 
outperforming it in each of the areas that were tested. We want to 
research our suggested scheduling heuristic in conjunction with a 
dynamic scaling method for the cloud VMs in order to use the 
additional cloud resources more effectively, achieve larger energy 
savings, and incur fewer financial costs. We also intend to look into 
other techniques because in this study the security needs of the non-
entry tasks of the workflow jobs were estimated using a cautious 
methodology. For instance, certain workflow processes may conduct 
partial or complete anonymization on the data they output as output. 
By using data masking or pseudonymization, for instance, sensitive 
information may be removed from a dataset and made anonymous. As 
a result, depending on how fully, partially, or not the job that processed 
the data anonymized it, the security level of the output data of a task 
may differ. Mist nodes result in efficient transmission at better speed 
and latency while also reducing storage needs. Scalable cloud 
computing adds a support layer thanks to edge computing on fog 
nodes. Huge amounts of data are being produced as wearable and 
internet-connected sensors are used more often. The cloud could be set 
aside for in-depth investigation. In contrast to cloud computing, mist 
computing places an emphasis on close proximity to end users as well 
as local resource pooling, a decrease in latency, greater service 
quality, and improved user experiences. Future plans include for the 
addition of more sophisticated processing techniques. With the 
availability of huge data, fog computing lessened the burden of 
dependency on Cloud services. Mist architecture is likely to have a 
significant role in determining how large data handling and processing 
are done in the near future. It would be fascinating to investigate the 
application of MistGIS in the fields of health, education, coastal 
management, natural resource management, watershed management, 
and energy. 
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