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INTRODUCTION 
 
Oral Lichen Planus (OLP) is a chronic inflammat
unknown etiology. Application of computer 
the analysis and classification of oral cancer
lesions could overcome the difficulties of subjective
and minimize the effort and time taken 
oncologists. Oral lichen planus presents as
white papules, white plaques, erythema, erosions
affecting predominantly the buccal mucosa,
gingivae, although other sites are occasionally
lichen planus affects 1-2 per cent of the
population and is the most common non
mucosal disease. Oral lichen planus affects 
men (1.4:1). Oral lichen planus occurs predominantly
over 40, although younger adults and children
Lesions are typically bilateral and often appear
clinical subtypes. White or grey streaks may
reticular pattern on an erythematous background.
Symptoms of oral submucous fibrosis include:
 

 Oral pain and a burning sensation upon
spicy foodstuffs  

 Increased salivation  
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ABSTRACT 

Lichen Planus (OLP) are the most common oral cavity lesions
reliable method to diagnose such diseases is microscopic examination

proposed method analyses the performance of pattern classification
associative Neural Network (AANN) and Gaussian Mixture
precancerous images, using features that have significant characteristics
disorders. The features used in this work are than 90.0% in all 
extracted from OSMF images. AANN and GMM are used to classify
OSMF affected categories. The classification performance ranges
models. Then the proposed method extracts BICC features from OLP
AANN and GMM in classifying OLP images are analyzed. Classification
ranging from 90% to 96% for all these models. Color histogram and

lichen planus images. The classification performance using AANN
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 Change of gustatory sensation
 Hearing loss due to stenosis
 Dryness of the mouth  
 Nasal tonality to the voice
 Dysphagia to solids (if the
 Impaired mouth movements

blowing, sucking)  
 
This paper is organized as follows:
summary of related work done
of oral diseases. Histogram Feature
Section 3. The principle of
described in Section 4. Experimental
Section 5. Conclusion and future
 
RELATED WORK  
 
In 2007, Kunio Doi [2007
diagnosis in medical imaging: 
and future potential”. In this
philosophy for early development
presented together with the current
of CAD in a PACS environment.
the computer output as a “second
decisions. CAD is a concept established
equally the roles of physicians
automated computer diagnosis 
algorithms only.  
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lesions that can progress to cancer. The 
examination of tissue samples. The 

classification techniques such as Auto 
Mixture Model (GMM) to classify oral 

characteristics associated with the oral 
 the models. Histogram features are 
classify the images into normal and 

ranges from 88% to 97.6% for all these 
OLP images and the performance of 

Classification results show an accuracy 
and BICC features are extracted from 

AANN and GMM are analyzed. 

License, which permits unrestricted use, 

 

sensation  
stenosis of the eustachian tubes  

voice  
the oesophagus is involved)  

movements (eg, eating, whistling, 

follows: Section 2 gives a brief 
done in the computerized diagnosis 

Feature Extraction is described in 
of Gaussian Mixture Model is 

Experimental results are discussed in 
future work are given in Section 6.  

2007], described “Computer-aided 
 Historical review, current status 

this article, the motivation and 
development of CAD schemes are 

current status and future potential 
environment. With CAD, radiologists use 

“second opinion” and make the final 
established by taking into account 
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With CAD, the performance by computers does not have to be 
comparable to or better than that by physicians, but needs to be 
complementary to that by physicians. In fact, a large number of 
CAD systems have been employed for assisting physicians in 
the early detection of breast cancers on mammograms. In 
February 2013, Ashraf Afifi, Zanaty E.A and Said Ghoniemy 
described “Improving the Classification Accuracy Using 
Support Vector Machines (SVMS) with New Kernel” In this 
paper, a new kernel function called polynomial radial basis 
function (PRBF) that could improve the classification accuracy 
of support vector machines (SVMs) has been introduced. The 
proposed kernel function combines both Gauss (RBF) and 
Polynomial (POLY) kernels and is stated in general form. It is 
shown that the proposed kernel converges faster than the 
Gauss and Polynomial kernels. The accuracy of the proposed 
algorithm is compared to algorithms based on both Gaussian 
and polynomial kernels by application to a variety of non-
separable data sets with several attributes. We noted that the 
proposed kernel gives good classification accuracy in nearly all 
the data sets, especially those of high dimensions. 
 
Feature Extraction  
 
Feature Selection: Color histogram features are extracted 
from both OLP affected and normal images. BICC features are 
extracted from both OLP affected and normal images. Among 
the three kernels, Gaussian kernel gives a maximum 
performance for Histogram, BICC and combined features. 
Experiments were conducted for histogram features, BICC 
features and combined features. The distribution of 16, 32 and 
64 histogram bins and 10, 45 and 105 dimensional feature 
vectors in the feature space for different sized blocks of BICC 
feature vectors is captured using an AANN and GMM model. 
The AANN and GMM model projects the input vectors onto 
the subspace spanned by the number of units (nc) in the 
compression layer. If there are nc units in the compression 
layer, then the BICC feature vectors.Gaussian Mixture Models 
are a type of density models comprises a number of 
components which are combined to provide a multimodel 
density. The performance of the system is studied for a mixture 
of Gaussians varying from 2 to 10. When the number of 
mixtures is less, the performance is low. The classification 
performance increases, as the number of mixtures increases. 
The performance of OLP classification was studied using 
GMM for different mixtures. Expectation maximization 
algorithms were used to decide the parameters of the mixtures.  
 
To construct a histogram: A histogram is a representation of 
tabulated frequencies, shown as adjacent rectangles, erected 
over discrete intervals (bins), with an area equal to the 
frequency of the observations in the interval. The height of a 
rectangle is also equal to the frequency density of the interval, 
i.e., the frequency divided by the width of the interval. The 
total area of the histogram is equal to the number of data. A 
histogram may also be normalized displaying relative 
frequencies. It then shows the proportion of cases that fall into 
each of several categories, with the total area equaling 1. The 
categories are usually specified as consecutive, non-
overlapping intervals of a variable. The categories (intervals) 
must be adjacent, and often are chosen to be of the same size. 
The rectangles of a histogram are drawn so that they touch 
each other to indicate that the original variable is continuous. 
The technique used for obtaining a uniform histogram is 
known as histogram equalization or histogram linearization. 
 

Classifiers: After the features are extracted, a suitable 
classifier must be chosen. A number of classifiers are used and 
each classifier is found suitable to classify a particular kind of 
feature vectors depending upon their characteristics. The 
Histogram and BICC features for classifying OLP using 
AANN and Gaussian Mixture Model. The categories are 
usually specified as consecutive, non- overlapping intervals of 
a variable. The categories (intervals) must be adjacent, and 
often are chosen to be of the same size. The rectangles of a 
histogram are drawn so that they touch each other to indicate 
that the original variable is continuous. 
 
Autoassociative Neural Network (AANN): An Artificial 
Neural Network (ANN), usually called Neural Network, is a 
mathematical model or computational model that is inspired by 
the structure and/or functional aspects of biological neural 
networks. A neural network consists of an interconnected 
group of artificial neurons, and it processes information using a 
connectionist approach to computation.  In most cases an ANN 
is an adaptive system that changes its structure based on 
external or internal information that flows through the network 
during the learning phase. The feed forward neural network 
was the first and arguably simplest type of artificial neural 
network devised. 
 

 
 

Gaussian Mixture Model (GMM): Gaussian Mixture Model 
(GMM) is a mixture of several Gaussian distributions and can 
therefore represent different subclasses inside one class. The 
distribution of the histogram features is captured using GMM. 
Gaussian Mixture Models are a type of density models 
comprises a number of components which are combined to 
provide a multi-model density. The performance of the system 
is studied for a mixture of Gaussians varying from 2 to10. 
When the number of mixtures is less, the performance is low 
whereas the classification performance increases, as the 
number of mixtures increases When the number of mixtures 
varies from 5 to 10 there is considerable increase in the 
performance and the maximum performance is achieved. 
When the number of mixtures is above 10 there is no 
considerable increase in the performance.  The kernel function 
 may be any of the symmetric functions that satisfy the 
Mercer’s conditions (Courant and Hilbert,1953).  

 

RESULTS AND DISCUSSION  
 
Oral lichen planus presents as white striations, white papules, 
white plaques, erythema, erosions or blisters affecting 
predominantly the buccal mucosa, tongue and gingivae, 
although other sites are occasionally involved.  
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Architecture of the AANN 

 
 

 
 

Fig. 1. Architecture of the GMM 
 

 
Table shows the performance of normal and OSMF classification 

in terms of number of mixture in GMM using Histogram 
features. 

 

 
 

Fig. Average performance of normal and OLP classification with 
different bins by AANN and GMM model with 10 mixtures using 

Histogram features 
 

Classifiers AANN and GMM are applied to obtain the optimal 
class boundary between the two classes namely normal and 
OLP images by learning from training data. Fig. shows the 
performance of GMM for different mixtures. When the 
number of mixtures is 2 the classification performance is very 
low. When the mixtures are increased from 2 to 4, the 
classification performance slightly increases. When the 
number of mixtures varies from 5 to 10 there is considerable 
increase in the performance and the maximum performance is 
achieved. When the number of mixtures is above 10 there is no 
considerable increase in the performance. With GMM the best 
performance is achieved with 10 Gaussian mixtures as shown 
in Fig. 
 
Conclusion  
 
 In this paper, a system for classifying OLP affected images 
from normal images was proposed. Color histogram features 
where extracted from both normal and OLP affected images. 
The features where trained and tested using AANN and GMM 
for different bins. The system showed an accuracy of 91.0% 
for 64 bins. In future other pattern recognition algorithms can 
be analyzed and the performance can be studied for 
computerized diagnosis of OLP 
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